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Generative Pretrained Transformer
Simply put, language models are statistical tools to predict the next word(s) in a sequence. In other words, language models are probability distribution over a sequence of words
GPT-3 is a very large language model (one of the largest) with about 175B parameters. 
It is trained on about 45TB of text data from different datasets.
As such the model itself has no inherent knowledge, it is just good at predicting the next word(s) in the sequence. It is not designed to store or retrieve facts.
It produces more fluent and human-like text outputs.
You don’t need task-specific datasets to accomplish a task using GPT-3. It is “Task-Agnostic”



History of GPT-3

S O U R C E  - D R .  A L A N  D .  T H O M P S O N
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Presentation Notes
The organization was founded in San Francisco in 2015 by Sam Altman, Reid Hoffman, Jessica Livingston, Elon Musk, Ilya Sutskever, Peter Thiel and others, who collectively pledged US$1 billion. Musk resigned from the board in 2018 but remained a donor. Microsoft provided OpenAI LP a $1 billion investment in 2019 and a second in 2021 and a multi-year investment in January 2023, reported to be worth $10 billion.
Two-Minute Papers. Light transport researcher recapping AI technologies in a video series.
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1. GPT-3 was outputting 3.1 million wpm in Mar/2021 (“We currently generate an average of 4.5 billion words per day, and continue to scale production traffic.”) (OpenAI blog, March 2021) https://openai.com/blog/gpt-3-apps/
2. GPT-3 had 1 million users about a year later in Jun/2022 (“more than 1 million signups! took gpt-3 ~24 months to get there”) (Sam Altman tweet, 22/Jun/2022) https://twitter.com/sama/status/1539737789310259200
3. ChatGPT had 100 million monthly users in Jan/2023 (UBS). https://archive.is/XRl0R
4. So, with very nonrigorous math, ChatGPT may be currently outputting 310 million wpm.
5. Twitter users output 350,000 tweets sent per minute (2022), at 8 words (34 chars) average, a total of 2.8 million wpm.
6. So, in Jan/2023, ChatGPT is probably outputting at least 110x the equivalent volume of Tweets by human Twitter users every day.
7. A study conducted by Google Books found that there have been 129,864,880 books published since the invention of Gutenberg’s printing press in 1440. At an average of 50,000 words per book, that is about 6.5T words total.
8. So, in Jan/2023, ChatGPT is probably outputting at least the equivalent of the entire printed works of humanity every 14 days.
(estimated by Dr. Alan D. Thompson Jan 2023)
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From OpenAI Help/Support: ChatGPT is not connected to the internet, and it can occasionally produce incorrect answers. It has limited knowledge of world and events after 2021 and may also occasionally produce harmful instructions or biased content. We'd recommend checking whether responses from the model are accurate or not. If you find an answer is incorrect, please provide that feedback by using the "Thumbs Down" button.

Current functionality is not "final product" worthy and requires both expansion and refinement before use. The arrival of something that can is imminent.



GPT-3 and

other large

language

models are

outperforming

humans

@ T E D D Y N P C @ S T E P H A N E M A A RE K

D A V I D  R O S A D O C H R I S T I A N  T E R W I E S C H

Presenter Notes
Presentation Notes
Even with current limitations, this sort of general knowledge delivery portends refinement to expert and scientific level responses.
Legal Advice vetted

https://twitter.com/teddynpc/status/1598767389390573569
https://twitter.com/StephaneMaarek/status/1600864604220964871
https://davidrozado.substack.com/p/what-is-the-iq-of-chatgpt
https://mackinstitute.wharton.upenn.edu/2023/would-chat-gpt3-get-a-wharton-mba-new-white-paper-by-christian-terwiesch/


How was it Trained?
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In general, the more parameters a model has, the more data is required to train the model. As per the creators, the OpenAI GPT-3 model has been trained about 45 TB text data from multiple sources which include Wikipedia and books.
Common Crawl corpus contains petabytes of data collected over 8 years of web crawling. The corpus contains raw web page data, metadata extracts and text extracts with light filtering.
WebText2 is the text of web pages from all outbound Reddit links from posts with 3+ upvotes.
Books1 & Books2 are two internet-based books corpora.
Wikipedia pages in the English language are also part of the training corpus.

The third column in the table “Weight in training mix” refers to the fraction of examples during training that are drawn from a given dataset.
Source - Dr. Alan D. Thompson https://lifearchitect.ai/whats-in-my-ai/

https://lifearchitect.ai/whats-in-my-ai/
https://lifearchitect.ai/whats-in-my-ai/


Noteworthy Use

Cases for GPT-3
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For the uninitiated, we'll start with basic functionality of providing prompts to get information or data.
Next, we'll show some real-world business tasks GPT-3 can help you with
Then lastly, we'll look at some functionality using the Python and the OpenAI API.
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https://lifearchitect.ai/chatgpt-prompt-book/
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Persistent "Conversation" threads to revisit with context immediately available on subsequent inquiry
https://lifearchitect.ai/chatgpt-prompt-book/
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Team member recently completed a language translation project for the Low Carbon Initiative team. She remarked that it did more than 50% of the heavy lifting for future efforts.
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Coming into a meeting with a new colleague or client, I used GPT-3 to super-charge the effectiveness of our time together.
The persistent nature of this "saved conversation" allowed for a few iterative cycles to zero in on how to provide value to the engagement.
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Continued refinement on this prompt created a focused task list to constrain for a very effective first meeting.
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While not as good as other dedicated coding assistant services, GPT-3 does a serviceable job.
IMHO, it is best to stick with discrete, modular functionality requests and cobble it together yourself, debugging with GPT-3



=GPT3("What is the mailing address for this company "&C33&"?")

=GPT3("If a public company, what is the estimated annual revenue 

for this organization or budget if a municipality "&C33&"?")
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While this solution could may not yet be adequate, specialty AI services offerings like could be widely available as language models are refined and parameters increased.
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Workers & competitors using this can simply do more than those not using it. 
At this moment in the generative AI revolution, having excellent SME's, Advisors, and team members with deep corporate and industry knowledge will help "ground-truth" AI generated information (language, coding, etc).



Potential

Benefits
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Every tech worker can be a serviceable "Programmer/Analyst" with coding assistants (github - CoPilot); OpenAi hiring developers now to improve

Here are some examples of supporting documents that could be used to train a generative AI language model on the exploration and production of shale natural gas:

Industry reports: Annual reports, market analysis, and forecasts related to shale natural gas exploration and production.
Technical papers: Papers discussing the latest techniques and technologies used in shale natural gas exploration and production.
Government reports: Reports from government agencies such as the Department of Energy and the Environmental Protection Agency on shale natural gas exploration and production.
News articles: News articles covering the shale natural gas industry, including new developments and breakthroughs in exploration and production techniques.
Company presentations and press releases: Presentations and press releases from companies involved in the shale natural gas exploration and production industry.



Coming

Soon...
M I C R O S O F T  T E A M S  P R E M I U M

“...powered by OpenAI’s GPT-3.5, to make
meetings more intelligent, personalized,
and protected—whether it’s one-on-one,
large meetings, virtual appointments, or
webinars”

“...AI-powered real-time translations from
40 spoken languages...Meeting
participants can read captions in their
own language...”
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Microsoft has invested billions into OpenAi and has plans to distribute this tool throughout their software ecosystem.
All other platforms will follow suit.
Incredible spending forthcoming from Silicon Valley behemoths pushing to provide services and offerings to grab market share.

https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/


Coming

Soon...

U B I Q U I T O U S  A C C E S S  T O  A I
L A N G U A G E  M O D E L S  A C R O S S  A L L

C O M P U TI N G E N V I R O N M E N TS
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Most fortune 500 companies are working feverishly behind the scenes to leverage these tools.
We are poised to experience vast improvements in quality and speed as investment continues.
Google announces Bard (GPT-3 competitor); OpenAI schedules news conference the following day for major announcement.
Timeline Image credit - Ramziya Muhammed https://www.wowmakers.com/blog/generative-ai/
Company Image credit - Dr. Alan D Thompson https://lifearchitect.ai/the-sky-is-infinite/
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